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University of Notre Dame

Department of Mathematics

GSS
October 30, 2017

contact: apacurar@nd.edu



Tournaments
De inition: A tournament is a complete directed graph
T = (V,E) on a set of n vertices V , with a set of directed
edges E so that for every distinct u, v ∈ V , either (u, v) ∈ E
or (v, u) ∈ E.
Example: The following is a tournament with 7 vertices.



Tournaments

One may think of the vertices V as being the players. The
edge set encodes the outcome of every game: the presence of
(u, v) indicates that u beats v, while (v, u) indicates the
opposite outcome.

In a tournament with n players, we have
I
(
n
2

)
edges (total games played)

I 2(
n
2) possible tournaments

Q: Is there a dominating player? Answer: not always.



Tournaments And Dominating Players
De inition: We say a tournament has propertyDk if for
every subsetK ⊆ V of k players, there is a dominating
player (in V \K) that beats all.
Example: The following tournament has propertyD1.

2

1

3

(1, 2)

(2, 3)

(3, 1)

Q: For every inite k, is there a tournament (on more than k
vertices) with propertyDk? Howmany vertices do we need?



Tournaments And Dominating Players
Theorem (Erdo̎s, 1963): If

(
n
k

)
(1− 2−k)n−k < 1, then

there exists a tournament on n vertices with propertyDk.
Proof: Consider a random tournament on V = {1, 2, . . . , n}.

I Decide the outcome of every game by lipping a fair coin
I For every subsetK ⊆ V of size k, de ine the event

AK : the event that no player dominatesK
I For an outside player u ∈ V \K , the probability that u
beats all players inK is (1/2)k = 2−k, and so

P (u does NOT dominateK) = 1− 2−k

I What is P (AK)? There are n− k players outsideK , so
P (AK) =

(
1− 2−k

)n−k



Tournaments And Dominating Players
Theorem (Erdo̎s, 1963): If

(
n
k

)
(1− 2−k)n−k < 1, then

there exists a tournament on n vertices with propertyDk.
Proof: We saw that for every subsetK , the eventAK that no
player dominatesK occurs with probability

P (AK) =
(
1− 2−k

)n−k

Q:What is the probability that we don’t have propertyDk?
The probability that one or more of these subsetsK do not
have a dominating vertex is

P

 ∪
K⊆V
|K|=k

AK

 ≤
∑
K⊆V
|K|=k

P (AK) =

(
n

k

)(
1− 2−k

)n−k



Tournaments And Dominating Players
Theorem (Erdo̎s, 1963): If

(
n
k

)
(1− 2−k)n−k < 1, then

there exists a tournament on n vertices with propertyDk.
Proof: We saw that a randomly constructed tournament will
lack propertyDk with probability

P (noDk) =

(
n

k

)(
1− 2−k

)n−k

I If this is smaller than 1, this guarantees the existence of
some tournament on n vertices with propertyDk

I
(
n
k

)
= n(n−1)...(n−k+1)

k!
is polynomial in n of degree k

I
(
1− 2−k

)n−k is exponential in nwith base< 1

I The desired condition occurs for suf iciently large n



Hamiltonian Paths In Tournaments
De inition: A Hamiltonian path in a tournament is a
permutation

{
vπ(1), vπ(2), . . . , vπ(n)

}
of the vertices such that

vπ(i) beats vπ(i+1) for every i.
Example:

1 2

34

The tournament shown contains one H-path:
2 → 4 → 3 → 1



Hamiltonian Paths In Tournaments

Theorem (Rédei, 1934): Every tournament T contains a
Hamiltonian path.
Proof: Consider a path that misses a vertex v:

v
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Theorem (Rédei, 1934): Every T contains a H-path.
Proof: Any path that misses a vertex v can be modi ied to
include that vertex:
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Theorem (Rédei, 1934): Every T contains a H-path.
Proof: Any path that misses a vertex v can be modi ied to
include that vertex:

v



Hamiltonian Paths In Tournaments
Q: Are there tournaments with a lot of H-paths?
Theorem (Szele, 1943): There exist a tournament with n
players and n!/2n−1 H-paths.
Proof: Construct a random tournament T .

I De ine a random variableX = the # of H-paths in T

I For every permutation π ∈ Sn of the vertices, de ine the
indicator random variable

χπ =

{
1 if π forms a H-path
0 otherwise

I Observe thatX can be written as
X =

∑
π

χπ



Hamiltonian Paths In Tournaments
Theorem (Szele, 1943): There exist a tournament with n
players and n!/2n−1 H-paths.
Proof: What is E(X)?

E(X) = E

(∑
π

χπ

)
=

∑
π

E(χπ) (linearity of expectation)

=
∑
π

1

2n−1
(there are n− 1 possible edges)

=
n!

2n−1

At least one tournament will achieve or surpass this bound.



Sum-Free Sets
De inition: A subset S of an additive group is sum-free
whenever x+ y /∈ S for all x, y ∈ S.
Example: The odd integers are sum-free.
Theorem (Erdo̎s, 1965): LetA ⊆ N be a set ofN nonzero
integers. Then there is a sum-free S ⊆ Awith |S| > N/3.
Proof:

I Start with A ⊆ NwithN elements
I Pick a prime p = 3k + 2with p > 2 ·maxa∈A {|a|}
I ConsiderB = {k + 1, k + 2, . . . , k + (k + 1)}, which is a
sum-free subset of Z/pZ

I Pick t ∈ (Z/pZ)× uniformly at random, and let
At = {a ∈ A : at ∈ B (mod p)}



Sum-Free Sets
Theorem (Erdo̎s, 1965): LetA ⊆ N be a set ofN nonzero
integers. Then there is a sum-free S ⊆ Awith |S| > N/3.
Proof: So far we have:

I B = {k + 1, k + 2, . . . , k + (k + 1)} sum free
I At = {a ∈ A : at ∈ B (mod p)} is also sum-free (since
its residues modulo p belong toB)

I Goal: show that At is large for some t
I For any ixed a ∈ A, and look at a · t:

P [at ∈ B (mod p)] = |B|
p− 1

=
k + 1

3k + 1
>

1

3

(recall t ∈ (Z/pZ)×, 0 /∈ A, and twas uniformly chosen)



Sum-Free Sets
Theorem (Erdo̎s, 1965): LetA ⊆ N be a set ofN nonzero
integers. Then there is a sum-free S ⊆ Awith |S| > N/3.
Proof:

I We saw that for any ixed a ∈ A and random t,
P [at ∈ B (mod p)] > 1/3

I What is the expectation E(|At|)?

E(|At|) =
∑
a∈A

P (a ∈ At)

=
∑
a∈A

P [at ∈ B (mod p)] > |A|
3

Thank You!


